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A B S T R A C T
The Pearson correlation coefficient (PCC) is
regularly used in colocalization measure-
ments, but it is sensitive to image noise.
Images of fluorophores are usually
degraded by Poisson and background noise
and we have found that, even with appar-
ently high quality images, the measured PCC
is substantially understated, to the extent
that the numbers become misleading. This
means that ostensibly significant differences
in the PCC between two populations may
just reflect differing image quality while dis-
similar levels of noise may mask significant
differences. A new correction, based on
measurements of image quality, derived
from a pair of images for each fluorophore,
aligns the measured PCC with the true PCC.
Our method, the Replicate Based Noise Cor-
rected Correlation (RBNCC), generates an
accurate PCC even from poor images. It is
highly photon efficient and therefore well
suited for use in live cell fluorescence imag-
ing or with rapidly bleaching fluorophores.

K E Y W O R D S
confocal microscopy, fluorescence micro-
scopy, image noise, colocalization, Pearson
correlation coefficient

A U T H O R  D E TA I L S
Dr Jeremy Adler, 
Cell Biology, 
The Wenner-Gren Institute, 
Stockholm University, 
106 91 Stockholm, Sweden
Tel: +46 (0)8 16 2759
Email: adler.jeremy@cellbio.su.se
www.wgi.su.se  www.colocalize.com

Microscopy and Analysis 22(5):7-10 (EU), 2008

CO L O C A L I Z A T I O N

I N T R O D U C T I O N
In multiprobe fluorescence microscopy fluo-
rophores are often described as being colocal-
ized. Usually this means that they appear to
reside in the same cellular compartment(s),
which might be a trivial observation, perhaps
due to a physicochemical similarity. A more
interesting alternative is that the degree of
colocalization varies with the physiological
state and there is an underlying molecular
interaction. The difficulty lies in quantifying
the colocalization. Importantly the accuracy
and precision of any quantitation determines
the minimum size of a detectable biological
response.

If there is a molecular interaction, either
direct or indirect, then a local variation in the
concentration of one molecule will be
matched, to some degree, by a similar or pos-
sibly inverse variation in the concentration of
the other molecule. This is difficult to detect by
eye because our visual skills do not extend to
the accurate decoding of pixel intensities, let
alone to the making of comparisons between
pixels in a pair of images. Pixel by pixel com-
parisons are often shown using overlay pic-
tures (Figure 1) which are made by inserting
separate images into the red and green layers
of an RGB image, producing yellow pixels
when the intensities of the fluorophores are
similar. However overlays can be misleading,

since changes to the detector gain, or fiddling
in Photoshop, alter which pixels appear to
have matching intensities: so there is a lack of
objectivity. An alternative is to use a scatter-
gram (Figure 1), which shows the frequency
with which combinations of intensities from
homologous pixels occur and reveals any over-
all relationship between the variation in inten-
sity of the two fluorophores. The disadvan-
tage of this pixel-by-pixel comparison is that
the connection between both neighbouring
pixels and to cellular structures is lost, though
scattergrams from a region of interest (ROI)
can also be examined separately.

Colocalization clearly requires quantitation
and Manders [1] introduced the Pearson cor-
relation coefficient (PCC) to fluorescence
microscopy:

[INSERT EQUATION 1
[
[
[

The numerator is the pixel-by-pixel sum of the
product of the intensities of the two fluo-
rophores (Ri and Gi) minus their mean (Rav
and Gav) over the whole dataset. For a single
pixel the product can be positive, both inten-
sities are either above or below their mean, or
negative, when one  is above and the other
below their mean. The sum, positive or nega-
tive, will be maximised when in individual pix-
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Figure 1: 
Standard display of colocalization. (a) and (b) are false colour images of different fluorophores. A region of interest marking the plasma membrane (c).
An overlay images is shown (d) with (a) inserted into the green and (b) inserted into the red layer of an RGB image. Scattergrams showing the combi-
nations of intensities found in homologous pixels are shown of (e) the whole image and (f) the ROI. The fluorophores show Lck and CD3.
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els both fluorophores have similar relative
departures from their respective means. A fur-
ther feature of the PCC is that intensities dis-
tant from the mean carry more weight than
those closer to the mean [2].

The denominator appears similar to the
numerator but actually calculates the maxi-
mum possible product, if the sets of data were
perfectly correlated. The division of the
numerator by the denominator therefore
gives the PCC a range from 1 (a perfect corre-
lation) through 0 (no correlation) to -1 (a per-
fect but inverse correlation). Importantly the
PCC is independent of the gain and offset (two
very frequently adjusted parameters during
image acquisition), provided the data remains
within the detection range.

While the equation is quite simple, its sim-
plicity includes the very basic assumption that
the raw data is free from noise (Table 1), which
may not hold in fluorescence microscopy.

T H E  P R O B L E M
Ideally an image of fluorescence would record
the location and number of fluorophore mol-
ecules. However images are based on the
detection of a small fraction of the emitted
photons that pass through optical filters and
are brought to focus on an imperfect detector.
The problem starts with the emission of pho-
tons: fluorescence is stochastic and the interval
between emissions is variable. As a conse-
quence, when two sequential images are
acquired of the same specimen there will be
differences between the intensities of homol-
ogous pixels. This type of noise is called Pois-
son noise and the variability in the number of
photons emitted depends upon the square
root of the long term mean: with a true count
of 100 photons, an individual reading will
probably (67% of the time) fall within the
range 90-110. In practice our expensive micro-
scopes do not provide either the photon count
or even an estimate of the photon count, but
100 photons per pixel is quite a respectable
count for a line-scanning confocal microscope
[3]. Our basic problem is that we don’t know
the number of molecules or even the number
of photons in each pixel but instead have a sin-
gle sample of an intrinsically unstable signal.
The fluorescent signal is also affected by the
stability of the illumination source and the
quantum efficiency of the detector.

Background noise also reduces the quality
of images and this category includes events
that are unconnected and therefore uncorre-
lated with the fluorescent signal.

When we started to make measurements of
colocalization using the PCC we quickly real-
ized that there was a connection between the
measured PCC and the quality of the images.
Clearly if the images showing each fluo-
rophore do not accurately reflect the distribu-
tion of the fluorophore molecules then any
measurement is compromised and a measure-
ment based on two images is doubly compro-
mised. Sometimes a global measurement, like
the average intensity over a ROI, can be
extracted from noisy data and a poor image is
redeemed by using a large number of pixels.
However noise increases the apparent vari-

ability in images, which will consequently
reduce the measured PCC between two fluo-
rophores (Figures 2 and 3) and the accuracy of
the PCC is not restored even when the number
of pixels is large. Simulations suggest that
even with an average of 1024 quanta the PCC
is still 4% below the true value (Figure 2). Sim-
ulations also shown that the convergence of
the measured PCC with the true value is
asymptotic (Figure 3), making it difficult to
acquire images of the quality needed to
directly obtain a precise and accurate PCC. The
need for high quality images has been noted
before [4], but a remedy for extracting the
true PCC from poor quality images is, to the
best of our knowledge, new.

M E T H O D S
Images were acquired using a Zeiss 510 Meta
confocal microscope with an NA 1.4 objective
using the linescan acquisition mode with the
sequential use of two excitation wavelengths.
The cells used were Jurkat T cells, clone 6.1,
fixed in 4% formaldehyde. 

All measurements and the creation of simu-

lated images used software based on a Sem-
per6w kernel (Synoptics, UK). Further details
are given in [2]. The scale bar uses a new 
format [5].

R E S U LT S
Since the failure of the PCC to accurately
report the true colocalization is due to imper-
fections in the original images we can either
try to obtain perfect images or use an estimate
of image quality to correct the measured PCC
[2]. Acquiring perfect images (see Table 1)
involves detecting a large numbers of pho-
tons, although simulations show that the
number required varies with the magnitude
of the true intensity range [2], which is in prac-
tice hard to establish. Both the acquisition of
perfect images and compensating for noise
actually require some measure or estimate of
image quality. Bizarrely, there is basically no
provision for the measurement of image qual-
ity in image acquisition software. This means
that the quality of an individual image
depends upon the opinion, whim or bias of
the microscope operator – often a poorly

Figure 2: 
Dependence of the measured colocalisation on noise. The scattergrams of simulated data illustrate how Poisson noise, measured by the number of
quanta (photons), degrades the measured correlation of otherwise perfectly correlated data. As the number of photons falls and the Poisson noise
increases, the dispersion of the data increases and the measured PCC drops.

MICROSCOPY AND ANALYSIS SEPTEMBER 20088

Figure 3: 
Self colocalisation and image quality. The measured PCC measured between sequentially acquired images is consistent but wrong. Since the
sequentially acquired images are of the same specimen the PCC should be 1. When images are averaged, the measured PCC progressively rises and
approaches 1, a perfect match. The images used are shown (b) along with the number of images contributing to the average.



CO L O C A L I Z A T I O N

trained postgraduate student – which creates
a very unstable basis for quantitative analysis
[6].

An empirical method for estimating the
quality of images in confocal line-scanning
microscopy is to follow the changes to individ-
ual pixels as a line of pixels is rescanned. If the
change is minimal then the images are good.
We turn this approach into a practical quanti-
tative measure by acquiring an image and a
replicate (a second image taken immediately
after the first) and comparing them using the
PCC. Accordingly we call the method Replicate
Based Noise Corrected Correlation (RBNCC). A
comparison between replicate images has
been used before in electron microscopy [7]
and fluorescence microscopy [8] to assess
image quality. Since the pair of images of each
fluorophore are replicates their PCC would, in
the absence of noise, be 1. Departures from 1,
in a properly working system adhering to the
conditions outlined in Table 1, are due to noise
and the PCC between replicates is a good mea-
sure of image quality.

Using replicates for each fluorophore 
we obtain a self correlation for each fluo-
rophore ( rrr and  rgg ) and these are combined
into a correction factor (Cgr):
[INSERT EQUATION 2
[
[
which is applied to the measured PCC (rmrg)
between the fluorophores producing a true or
‘corrected’ PCC (rc) (Figure 4):

Overall the basis for our correction is that the
accuracy with which two images of a fluo-
rophore self-correlate also affects its subse-
quent correlation with a second fluorophore.
In practice by simply acquiring a replicate
image for each fluorophore it is possible to
produce a corrected PCC that is almost identi-
cal to the PCC obtainable from noise-free
images. Which, given that acquiring perfect
images is rather both time and fluorophore
consuming, represents a major advance of
practical importance [2].

There are three additional features of the
correction: (a) because we have two images
for each fluorophore we can make four sepa-
rate between fluorophore PCC measurements,
the correction is applied to the mean of these
four PCCs; (b) the same pixels are used for the
between fluorophore PCC and the between
replicate PCC; and (c) these pixels must have
detectable levels of fluorescence.

P R A C T I C A L  VA L I D AT I O N
Our correction for the PCC was derived empir-
ically – we assumed the existence of a solution
and tried various fiddles with test data. Origi-
nally we tried the simplest possible system:
two copies of a set of the same data that were
independently degraded by Poisson noise. A
priori we knew that the true correlation must
be 1 and could therefore test putative correc-
tions – any ploy that managed to combine the
self correlations and the between dataset cor-
relation and generate 1. Subsequently we
increased the complexity of the original data,

by using Poisson noise based on different
numbers of quanta (Figure 5) and with back-
ground noise with differing distributions. In
practice RBNCC worked amazingly well and
our simple correction compensated for both
Poisson and background noise [2].

We also used confocal microscope images –
here the noise present and the true PCC were
unknown but we assumed that as the quality
of the original images increased the measured
PCC, without any correction, would tend
towards the true PCC. 

In practice the corrected PCC proved to be
stable, varying little as the image quality
changed and the measured PCC converged on
the corrected PCC (Figure 6). The number of
averages required to approach the corrected
PCC is too large to be practical.

M AT H E M AT I C A L  VA L I D AT I O N
We later discovered that RBNCC was similar to
a correction introduced by Spearman [9,10]
developed for use with types of noise found in
the social sciences.

In order to see if rmrg/P, where P = 
√ (rrr .rgg ) is a legitimate formula, careful
mathematical analysis is needed. In order to
find out the average outcome of r as well as
the average outcome of the product of self
correlations rrr , rgg , so-called 'expected val-
ues' of the random errors need to be investi-
gated. The errors in the denominators of each
of the three mentioned correlations are easier
to analyze if they are moved away from each
denominator. This can be done by a high
school Taylor series. After this, expected values
can be calculated. 

Figure 4: 
Schematic for making an accurate measurement
of the PCC using RBNCC.
Two images for each fluorophore are required
and 6 measurements of the PCC are made. The
replicate images are used to make a quality esti-
mate (quality and quality) for each fluorophore
and these are combined into a correction factor
Cgr. The measured PCC between the different
fluorophores (rmgr ) is obtained from the average
of the PCC measurements made between all
four possible combinations of the red and green
images. The corrected PCC (rc ) is derived by
combining the correction factor and the mea-
sured PCC.
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Figure 5: 
Testing RBNCC with simulated images. Pairs of red and green images with decreasing Poisson noise, produced by increasing the number of quanta
(photons), show increasing self colocalization (red and green). As the quality of the images increases the calculated correction falls, from around 3.5
and finally approaches 1. The combination of the correction with the measured colocalization between the red and green images is used to calculate
a corrected colocalization. Importantly the corrected colocalization is stable, despite huge changes in the number of quanta and therefore the Poisson
noise. Note that the red images have 1/10 the number of photons used in the green images. Green, Red, Corrected and Measured are all correlations
and use the left  X axis. The secondary X axis on the right is used for the correction.

rc = rmrg .Cgr

Cgr =          1
√ (rrr . rgg )



Such an analysis shows that errors in the
denominator of r and in the denominator of
rrr times rgg cause the same size of the per-
centage error. Hence, if (on average) P = 0.5,
instead of being equal to 1, then (on average)
the measured r needs to be doubled to obtain
the true correlation. Provided errors in the red
images are not correlated with errors in green
images. But this result hinges on a simplifying
assumption: namely that of neglecting errors
in numerators of all involved correlations.
However, by combining the Taylor series trick
with a split-up of the correlations rmrg , rrr , rgg
into four terms that represent all the products
possible between errors and signals, calcula-
tions are feasible. The result is: (a) the correc-
tion r/P is (on average) optimal; and (b) there
are analytic formulas for the errors. The math-
ematical validation is new. The variance of
rmrg /P has been shown to be small for large
datasets, like digital images [11].

D I S C U S S I O N  
All quantitative measurements are affected by
the quality of the original data and despite its
self evident importance in fluorescence
microscopy image quality rests on the judge-
ment of the microscope operator, typically a
postgraduate student. Fluorescence micro-
scopy is complex [3] and the selection of which
cells to analyse and the quality of the images
can undermine expensive, time-consuming
and complex experiments.

We suggest that the comparison between
replicate images [2] is an ideal basis for quality
control and that scattergrams combined with
the PCC ought to be made available at the
time images are obtained, the only time defi-
ciencies can be rectified. It is also important
that images should have a quality fit for their
scientific purpose, too low a quality generally
undermines quantitation while excessive qual-
ity wastes resources.

We suspect that the measured PCCs gener-
ally understate the true PCC and even with
images of apparently high quality the deficit
averaged 23%, but with appreciable variabil-
ity [2]. Accordingly we have considerable
reservations about reported PCCs of nearly 1,
0.996 [12], since this would require that both
images were perfect and that the true PCC was
itself 1. It is however possible to achieve very
high PCCs by judiciously selecting the pixels for
analysis directly from a scattergram, rather
than from a region of interest in the specimen.
Since image quality affects the measured PCC
the apparent objectivity provided by a quanti-
tative measurement may be undermined by
variations in image quality. Problems with
image quality are unlikely to be limited to the
measurement of colocalization.

In the context of colocalization measure-
ments we have shown that it is possible to
obtain accurate PCC from poor data, using
RBNCC. Since poor data can be obtained more
readily than perfect data and the photons
required for a perfect image are sufficient for
many poor images, RBNCC is ideal for live cell
imaging, where the photobleaching and pho-
totoxicity limit the number of available pho-
tons, or where short exposure times limit the
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Figure 6: 
RBNCC and confocal images. Sequentially acquired confocal images were used to generate images of increasing quality and a correction was calcu-
lated from the self colocalization measurements (red and green). The correction was applied to the measured colocalization and produced the 
corrected colocalization. Note that the corrected colocalization was consistent, even when the correction was high as 9. Green, Red, Corrected and
Measured are all correlations and use the left X axis. The secondary X axis on the right is used for the correction.

Table 1: 
Requirements for colocalization using the Pearson correlation coefficient.

number of obtainable photons. 
While RBNCC corrects for noise it does not

correct for misalignment of images and can-
not compensate for data corruption, arising
from crosstalk between the detector channels
Overall RBNCC is a highly efficient method for
measuring the PCC accurately. It is not difficult
to implement and the only practical require-
ment is the acquisition of four images, two
pairs, instead of the usual two images. Since
RBNCC does not require high quality images
the acquisition of four images is actually a less
onerous experimental requirement than the
acquisition of the two high quality images 
otherwise required to accurately measure the
PCC.
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Microscope
Images aligned in X, Y and Z
Stability during image acquisition – no drift
Same resolution

Data Quality

Data integrity – each image based on photons from a single 
fluorophore – no bleed through or autofluorescence

Data falls within the detection range
Free from Poisson noise
Free from background noise
Absence of FRET and quenching
Stable, even illumination


